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ASIltA7 1. Introduction

We present a simple algorithm for maintaining A commo axiom taken for the correctness of a

a replicated distributed dictionary which database system is that the transactions be
achieves high availability of data. rapid serialixable, that is, the results of any sequence
processing of atomic sgtions. efficient of transactions should be the same as if they had
utilization of storage, and tolerance to node
or network failures including lost or been performed in *ome serial order [3. 5, 17. 19].
duplicated masssges. It does not require Serializability insures consistency of the database
transaction logo. synchronized clocks, or when concarrent transactions are being processed
other complicated mechanisms for its
operation. It achieves consistency asuig only that each transaction is correct when
contraints which are considerably weaker than run slone.
serial consistency but nonetheless are
adequate for many dictionary applications Achieving serial consistency in an unreliable
soc as electronic appointment calendars and distributed environment is considerably more
nail systems. The degree of consistency difficult than in a central database, and mach cork
achieved depends on the particular history of
operation of the system in a way that is has been done addressing this problem

intuitive and easily understood. The [2, 4. 9. 201. (Cf. [16] for a nice survey of
algorithm implement% a "beat effort" some of the issues.) Reasons for distributing data
approximation to full serial consistency, in the first place are to increase speed of access
relative to whatever internode comuioation
has suecessfully taken place, so the and to insure availability of data even when

sematics are fully specified even mader Individual nodes or the network itself fails. Both
partial falire of the system. soth the of these Soals require replication of the data,
correctness of the alseritm ad the utility which introduces the sew problem of keeping the
of such weak samantios depend heavily on
special properties of the dltlonary replicated copies up-to-date. (Cf.

operations. 17, , 11, 15. 211.)

Unfortunately, the two goals of availability

and serial consistency stand somewhat in conflict.

For example, availability dictates that ovary node
with a copy of the database be permitted to

*This work was supported in part by the Office continue performing transactions on its local opy

of Naval Research under Contract 100014-80-r-221 even when the network fails. Serializability, on
and by the National Science Foundation under Grants the other hand, requires that at most one suh nde
HMCSO-03337. MCMSf-04111, and MCSS1-1667. The be allowed to proceed under such conditions, for
research was carried out in part st the University
of Washington. otherie the copies begin diverging and read* can

retur values ineonsistent with any serial ordering

of the transactions.

Several authors have noted that meaningful

gosults sa often be obtained even without serial

comaistency when additional information about the

partieular transactions Is available (10, 11, 121.

Also, strict serislizability is often not required
for read-oly transactions I6. 181. To present an
example of a problee ubioh is adequately sorved by

To be presented at ACM SIGACT-SIQIOD Symposium on Principles of Database Systems,

Los Angeles, CA, March 29-31, 1982



a database satisfying mh weaker conditions and the rest of the system.

give an algorithm for Its solution. Our alsorithm

achieves high availability of data. rapid Each nodo maintains its own copy or SAU of

processing of atomic actions, efficient utilization the database, and all operations are performed

of storage, and tolerance to node or network initially only on the node's local view. From time

failures including lost or duplicated messages. zt to time a node sends information about its view to

does not require transaction logs, synchronized one or more other nod*s. A node receiving such

clocks. or other complicated mechanisms for its information thea updates its own view. We have in

operation. offet added two now operations: $END(s) and
RE3CIVE(m), whore m is the message. As more and

The degree of consistency achieved by our more messages are seat, information is thus

solution depends on the particular history of propagated throughout the network, *ad the

operation of the system in a way that is intuitive individual views of the data tend to converge to

and easily understood. The algorithm implements a the view that would be "correct" eore this all
"best effort" approximation to full serial taking place in a centralized database.

consistency, relative to whatever internode

communication has successfully taken plea, so the Our notion of correctness depends not only on

semantics are fully specified even under partial the particular update and query operations

failure of the system. requested by the users of the system but also on

the internal communications that have taken place,

Johnson and Thomas 1101 give an algorithm for about which we make no assumptions. The intention

a similar problem which uses timestamps to is that in a correctly tunctioning system, enough

serialize updates (of. [141) but permits arbitrary communication will take place so that every node of

reading. While it enjoys many of the same the system will know about an insertion or deletion

advantaSes of our algorithm, it requires deleted shortly after it occurs, and no view will be far
dictionary entries to be retained until all out of date. However. our correctness condition is

processes have updated their copies of the simply that an element I is in node i's view iff I

database. Also, their read semantics are somewhat knows of its insertion but does not know of its
weaker than ours, deletion.

Algorithms such as (7, 211 which use voting Wo place two restrictions on the problem:

schemes are able to provide both serial consistency

and data availability despite limited made o1.uWese ta therepisat os neoccurrence of the operation DNSffT(x)
failures, but like all serializable algorithms, for each element z, so that once an

apdates Is all but one subset are disallowed when element has been deleted from the set,
the network booms partitioned. it can never again be relsertod.

22. DELETE() is only legal at a node j if x

2. Distributed Dictionaries is currently in J's view.

We need both restrictions for technical reasons.
Abstractly. our problem is to maintain a mong other things, they insure that INSERT(s) can

databae consisting of a j g,_ tht is, a set

of elements with two spdato operations INSERT and never follow DZLI!(a). so if a node discovers that

!. and a single query operation LIST (of. both operations were performed sometime in the

[i1). INS (s) adds aelmont a to the set, past, then z definitely does not belong in its

DELZTE(z) removes z from the set if it was there view. Also. both restrictions arise naturally in

many applications. One way to enforce restrictionandmedoesnothingherwis an i re an R1 is to tag the actual datum vith a Otiatamp"

Allthneoperation s ofe thoentsderedy te se which uniquely identifies the particular insertion.

Allthre o perationsareconsideredtob atoi Thus, two attempts to insert the same datem will In

fact give rise to two different elements z ad a'

The database Is to be imploeeted on an with different timostamps. Restriction R2 is

unreliable network of processors. Oar goal is to natural in applications where the Only way to
make the database highly available, even under specify am argument to DEZIZ is to "point" at the
couditions is whisk individual nodes end the eleent among the ones in the current view. Sach

network are set always operational. my is generally the case. for example, when the

'available". we "m that amy operational modo elements are tagged with timoatamps. Note that we

should be able to perform any of the basic datbss, do permit several deletions of the ame element;
operatiems at any time, regardless of the statue of their effet is the same as a single one.

2,



This abstract problem was motivated by the P2. It &I - SY(m) and e2 - RSCBM(M) for

practical problem of building a highly available the sae Messtae a. then 0I -) 02.

electronic appointment calendar. Eare the data

items are individual appointments, and an We now formalize a correct view of the

appointment Calendar is just a set of appointments. database. We represent our notion of 'knows about"

A user can read and modify his appointments from by -+; hnes, when I has Just performed event e',

say node. Be will see every appointment that it is it kn abtl an event e iff e -4 e*. Lot 1Iew:

possible to see, given the interprooeas B -+ 21 be defined as follows: x a view(*') iff

Comnunication that has actually taken place. Zn a VI. there is an event e sch that a -4 e'
fully working system he would see all but possibly and op(s) - D(SRT(z), and

very recently entered appointments. Anything he

can see he can manipulate as if he were working on V2. for every event e, if op(s) - DELUZ (x),

a centralized system. Finally, any chanes he then e 4-e'.

makes will be reflected at the other nodes when the We now define the N-node ujsU AlAh
system is again working, even If the network problem to be the problem of finding a distributed

happens to be unavailable while he is actually algorithm on N nodes such that each node can

doinS the modifications. Note that because the process the operations of INSERT. DEIZEE LIST.

views are not always up-to-date, conflicting S340 and RECEIVE, subject to restrictions RI and

appointments say not be discovered immediately. R2. and each node I maintains a correct view of the

Bence. it is necessary for the calendar system to data V . That is, in the partial order of events

be able to handle conflicts at times other than

when an appointment is first entered. (This Is corresponding to the history of operations in the

system, if e is an event at nods I, then just after
the occurrence of that event, V, - view(e).

Other places where this problem arises are in

distributed mail systems and distributed file

directory systems, both of which abstractly just

maintain dictionaries. Is a distributed nail An obvious solution to our dictionary problem

system, out solution could simplify the usual is the following: Bach node I maintains two sets,

network nailer. The network mailer would only have XI and Di, which are the sets of elements that node

to deliver a message to one of a user's mailbozes; i knows have been inserted and deleted.

the distribution of milt to the user's other respectively. i's view of the dictionary Is Vl "

Mailboxes would then be handled by our algorithm. I - Di .  To implent 3001(m), node J *ends a

Indeed, if the recipient had a local mailbox, then *does*i. o impemen I 3and m. node a sds a

only the local Mailer would be needed and the mese a containing Ij .

network mailer would not have to be invoked at all. 8 RSCRIV11(), it updates its own sets simply by
taking unions.

3. Formal Problem Statement The drawback to this solution is that the set

I I 7 Di contains every element that has ever been
For each natural number N, let IN] - I1. 2. in i's view, and this set grows without bound, even

N). Let D be the domain of elements. Let OP if the sixe of the view is itself bounded. Our

S I'DI4SIT()', 'DELETE(x)' I x a D) U 'LIST') U algoritha gets by with keeping only the Current

f'SWI()', 'RSCRIVB(m), I a is a messe. We view. Vi . and a small amount of additional

formulate our corzectuess conditions in terms of a information which will be described shortly.

partial order of events which represents the

history of information flow in the system. Clearly, it won't do to update Vi by replacing

it with V t U V. for there na be two reasons why

R ia a particular era tion of the se.to an element a a VI U V might be missing from one of
Each instance of an operation s OP corresponds to the sets Vk . k a [i,j):

an event h. htre MW(e) - 4 and ag"(e) Is the nods

at whisk 0 oecst$. Lot I be the set of all events 1. x used to be in Vk but it has sine been

occurring in the execution, amd let D(B) - it a D I deleted, or

op(s) - rRNSUT(z) for some e a 1). I is partially 2. x was inserted so recently that node k

ordered by 0-4, which is the least reflexive Bad has not yet heard about it.

transitive relation such that:
In ease 2, Z belongs is V (and in V 1. too), and in

Pl. agnt at the same node are totally ease 1, it should be in neither.
ordered;

3"
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In order to be able to distinguish these two RJSIV (a): Let a be the message (. I>;

cases, cash mode maintains the following a a (V V)

information in addition to its current view of the and-dol( t ) ndl(M.)
database: dlVt 1 a ad deCtz)Itd(k) :- max( ti(k), 1(k) ) for all

1. Bach node I has a sell "clocki". Each k • IN).

reference to clock i returns a positive

number that is larger than all previous Initially, tI(J) - clocki - 0 and V, - 9 for
values returned. (Clocki can be all i. J.

implemented by a physical clock or by a
counter that gets incremented on each
reference. We talk about the values of S. Proof of Correctness

cloaki as being *tines", but they need
bear no relation to real time nor to the Before stating and proving the correctness of
values of clocks for any j 0 1.) this algorithm, w need some more notation. For

2. Bach x in the view is tagged with a pair each event e a E, let Vie] (respectively te]) be

(crc T). vherc crec, the "creator" of the value of Vnod.(e) (respectively tnode(e))

x, is the node at which x was originally Imediately after completing e. Let ins.1o] be the

inserted. and Tz is the time, according predicate T. I t[.1(crc1 ). Let del[o] - del(Viel,

to the clock of crag, at which the tio]. 3). Note that del [c] Iff x i Vie] and

insertion took place, insz[e]. We will show that V[e] corresponds to the

current view. ins seo means that x is known to have3. Each node i maintains a table ti. ti(j) been inserted and del1 [e] means that z is known to

is i's poatin.s. time for insertions which 
b en eted.

took place at node J. have been deleted.

The posting times tell how current i's knowledge is Lot a oe' iff e -4 e', # e', and for all

about insertions that have occurred at the other ow, if a -4 s -+ a', then e" - • or e" - e'. If

nodes: i knows about an insertion at node J Lif e 40'o we say that e is an imdiaU nXedeceAsor

the time at which that operation occurred of a' and e' is an Jlw*AULti 1neoeao of e.

(according to clockj) is S ti(J).
eia1: If e --4 e, then t[s](i)

Given a view V. a posting time vector t. end tteol(i).

an element z, we define a predicate:

del(V.tz) iff Ixzi V and Tx I t(cre1 )]. Thus. posting tines are monotone over '.

It will follow that dol(Vi, ti, x) holds iff node i Proof: Obvious by inspection of the algorithm

knows that x has been deleted. We now describe how and the conditions on clock i. a

node i processes each of the kinds of operations.

Lema 2: If x a Vfo'1, then there exists e s

Algorithm B such that op(e) - INSERT(a) and e -4 a'.

N4SET(): t1 (i) : clock; Proof: This follows by an easy induction on

orex :- i; 0-+*. aging the fact that initially all Vi- 0.

T: ti(i);

Vi : Vi U ). Lses 3: Let x a D(E), e' s E. Then ins le']

iff there exists e a 8 such that op(e) - INSURT(z)

DEZIL (z): Vi Vi - (xz. and 0 -+ a'.

Proof: >: Assume inste'] and z a D(E).

LIST: Return Vi. First, tie'](erea) I TI ) 0. Let e' be minimal in

B Rush that e - e' and tfe"1(ore,) -

San)(a): send the message a (Vi. ti). tie'](crea). Inspection of the cods shows that

node(**) - orev and op(e") - INSUT(y) for acme y a

9, for in every other case. at least one imediate

predeecessor f of e" has tifl(eres  - te](arex).

contrary to the mininality of e". Since a a D(S).

there exists o e R with op(e) - DCiMT(s) sad

4I
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EN"

node(*) - orex . By condition P1, either e -) 0" Now suppose x a V(e']. by Leama 2, -4 e'

or o" -4 .. If 0" -4+ o, we have TZ I ttel](crex) and op(e) - INS (x) for tone a E. Hence.

- fic"](Ores) ( t[s](cro x ) - T (since Op(e) - condition VI holds for a'. Also. Ins [eW] holds by

INSMU)T()), a contradiction. Dence, -4 e" Lema& S. Let op(e") - DELTh(z). Since -del. i'],

-4 e'. we conclude from Lema 5 that " 1-4 o'. Thus.

condition V2 holds for e'. so x s view().

(-: Immediate by the code for INSERT and

Lema& 1. 0 V conclude that view(s') - Vie']. 0

Lems 4: If *' -) s' and del[*Ix", then

del X1.]. 6. Remarks and Open Problems

Te hays not yet addressed the problem of

Proof: It suffices to show that if o" 4 s' finding a good strategy for the nodes to use in

and del.[e"], then del 1[e']. Since delzie], then deciding when and how to commnicate.

x 6 Vie") and ins Ce"]. By inspection of the code If each message can be received by only s
and restriction 31. a 6 Vie']. Dy Lemae 1.

single process, then various strategies can be
iusxle'], so delste'] holds. I imagined. At one extreme, a message transmission

from I to J could be attempted periodically for all
Loma 5: Let z a D(E). e' a E. Then delze' pairs i. J, i j, resulting in £ totsl of D(N

2
)

iff there exists " a R such that op(") -
message$ to propagate information between all pairs

DmTE ) and o" -* e'. of nodes. On the other hand, given s spanning tree

in the network and a root, one can propagate
Proof: ->: Assume del Ce' holds. Let e" a B information from every node to every other using

be minimal such that del Ito] and o" -- e'. Then only O(N) message* by first sending s wave of

x d Vie"] and Ins,[@"), so by Lema 3, there exists messages up -om the leaves to the root and then

e a E such that up(o) - INSERT(z) and e -) e". back down from the root to the leaves. However.

Let f be such that e -- f 
1
4e" (possible since * 0 recovering from a network or node failure requires

e"). -dell[fi by minimality of 0". and inallf) by a special recovery procedure since the spauning

Lema 3; hence, x a Vif]. Since x d Vie], then tree must be rebuilt. We leave as an open problem

to find a robust O(N)-message algorithm forople") is DELBTEY~x) or 3ECRIVE(m) for smes mt.

However. if ope") - REMIVE(m). then z a Vie"
] 
by propagating data throughout the system.

the code for RBCEIVE (since -del, holds for all It a broadcast facility is available, then

predecessors of e), a contradiction. We conclude things are much simpler, for each node need only

that op(') - DMLTH(z). broadcast a single message. There is still the

problem, however, of how often to do so. It is

<-: Assume ope") - DfELB(z) and a" - e'. clearly not sufficient for a node to broadcast only

x 6 Vie"! by the code for DELETEn). By when it has new information, for a node restarting

restriction 22, there is an immediate predecessor f after s failure must have some means for being

of e" such that x a view(f). By condition VI. brought up-to-date. Of course, various protocols

there is an @ s B such that op(o) - INSEM'(a) and • can be imagined to handle such situations, and we

-+ f. Thus, insexe"I by Lema 3. so del2 [e"]. By leave that also as an open problem.

Lema 4. dellie']. 0
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